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Abstract. We extend the Green’s function formalism in a binary 2D composite to 3D. Using the formalism,
we investigate the dielectric resonances, local-field distribution, and effective linear optical responses for
one-bond, two-bond and three-bond clusters, as well as for various disordered composites. Due to the
different values of Green’s function in 2D and 3D, for the same cluster, the values of the dielectric resonances
in 3D are smaller than those in 2D, but the fields are more localized than those in 2D. The sum rule of
dielectric resonance in three-component composites is extended to d dimensions. For the same resonance,
the intensity of the local-field in 3D is also weaker than that in the 2D case, but the fields are more localized
than those in 2D. For the disordered composites in 2D and 3D, inverse participation ratios (IPR) with
q = 2 are used to represent the localization of the field. When we increase the concentration of impurity
bonds, a blue shift of IPR peaks occurs in 3D, while in 2D, these peaks are very stable. Finally, both for
2D and 3D disordered composites, the absorption range broadens with increasing impurity concentration,
and a red shift of the absorption peak is observed in 3D.

PACS. 77.84.Lf Composite materials – 42.65.-k Nonlinear optics

1 Introduction

Recently, resonant properties of composite materials have
attracted great interest. Composites with impurity bonds
embedded in a dielectric host were examined. For such
composites, the local-field distribution has been widely
studied; it is known that the local field is extremely in-
homogeneous in the volume around the metallic clus-
ters [1]. Various eigenmode localizations, such as the
localized dipolar excitation on roughly nanostructured
surfaces [2], the surface-plasmon modes in disordered
nanosystems [3–5], and the selective photomodification in
fractal aggregates of colloidal particles [6], are highly sensi-
tive to the specific local-field distribution when resonance
takes place [7,8,20]. Moreover, the experiment has been
carried out on such composites [9], and a large infrared ab-
sorption was observed [10,11]. The metallic clusters show
a strong non-linear optical response when they are struc-
tured on the nanoscale, through the geometric resonance
and local-field effects [12,13]. The relevant linear and non-
linear optical responses in composites were reported to
be strongly enhanced due to a great fluctuation of local
fields [4,14–16].

There are various methods for computing the effective
conductivity of composites materials [17]. The effective-
medium theory [18] (EMT) was extended to the nonlinear
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response of percolating composites and fractal clusters to
avoid numerical difficulty. For linear problems, EMT usu-
ally captures the kernel; while for nonlinear problems, it
reduces the local-field fluctuation, leading to results that
may not be quite accurate. The developed Green’s func-
tion formalism (GFF) [19] can be used to calculate the
dielectric resonance, local-field distribution in binary and
multi-component composites [14,20,21], and optical re-
sponse of dilute isotropic and anisotropic composites [22].
Currently, the GFF, however, is only concerned with a
2D model; while a 3D model may be more fundamental in
that it could be applied to more realistic systems. Mean-
while, although there exists a method [23] dealing with
the dielectric resonance in 3D disordered media, it is not
valid for the local-field distribution and optical response.
Motivated by that, we have extended the existing GFF in
2D [19,21] to 3D composites.

The arrangement of this paper is as follows. In Sec-
tion 2, the Green’s function of a 3D finite-difference
Laplace operator on the cubic lattice is worked out, and
the electrostatic Green’s function of the clusters subject
to a point source in a 3D network is given. In Section 3,
the dielectric resonance of one-bond and two-bond metal-
lic clusters with various geometric configurations in 3D
composites is calculated and compared with that of the
corresponding clusters in 2D. It is found that, for the same
cluster, the values of the dielectric resonances in 3D are
smaller than those found in 2D, due to the different values
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of Green’s function. The sum rule of dielectric resonance in
three-component composites becomes:

∑
sm = n2

d η + n1
d ,

where d is the degree of dimensionality, η(= ε2−ε0
ε1−ε0

) the dif-
ference admittance ratio, and n1 and n2 the number of two
kinds of impurity bonds with the admittance ε1 and ε2. In
Section 4, for one-bond and two-bond clusters, we inves-
tigate the local-field distribution near resonance, as well
as the inverse participation ratio (IPR), which is used to
represent the localization of the field. For the same reso-
nance, the intensity of the local-field in 3D is weaker than
that in the 2D case. When the concentration of impurity
bonds increases, a blue shift of IPR’s peak occurs in 3D,
while in 2D, it is almost stable. This could be attributed
to different Green’s functions between the 3D and 2D net-
works. In Section 5, the effective linear optical responses
concerning disordered media are studied. Both for 2D and
3D disordered composites, the absorption range broadens
with increasing impurity concentration. And we find a red
shift of the absorption peak in 3D. Finally, in Section 6,
we summarize the whole work.

2 Green’s function formalism in 3D
composites

2.1 Green’s function of 3D finite-difference Laplace
operator �
Green’s function of the 3D finite-difference Laplace oper-
ator � on the cubic lattice is the basis for the following
calculation. The Green function G�x,�y = G(�x−�y) is defined
by the solution of

−�G(�x) = δ�x,0 (1)

with δ�x,0 being the Kronecker symbol. The difference
equation has a unique solution with all required symme-
tries, up to an additive constant, which we fix by setting
G(0) = 0. We acquire by Fourier transformation that [24]

G�x,�y = G(x1−y1,x2−y2, x3−y3) =
∫

B

d3p

(2π)3
ei�p·(�x−�y) − 1

K(�p)
(2)

(p1, p2, and p3 being the three ordinates of �p) where the
three integral runs over the first Brillouin zone B(−π <
p1, p2, p3 < π). According to the definition of the finite-
difference operator on 3D cubic lattice

−�G(�x) =
3∑

i=1

[−G(xi + 1) + 2G(xi) − G(xi − 1)], (3)

with the shift theorem of Fourier transformation, we ob-
tain the Fourier transformation of −�

K(�p) = 2(3 − cos p1 − cos p2 − cos p3). (4)

Via a complex integral, the solution of G(�x) can finally be
recast as

G(�x) =
1

48π3

∫

B

1 − cos(x1p1 + x2p2 + x3p3)
1 − 1

3 (cosx1 + cosx2 + cosx3)
, (5)

Fig. 1. Schematic diagram of a cluster (shown by the thick
lines) embedded in a three dimensional infinite cubic network.

in line with the result of reference [24]. Although Green’s
function G(�x) in a 3D network is quite similar to that in
2D [25], the properties of the solutions are quite different.
Let r be the distance between a site and the point source.
For Green’s function of the 3D finite-difference Laplace
operator, the value of G diminishes to −∞ when r → ∞
with a rate of 1

r , and the network is transient, while for
2D Green’s function, the rate is ln r, and the network is
recurrent [25,26]. Moreover, the values of Green’s function
in 3D are comparatively smaller than the 2D case for the
same r.

2.2 Green’s function formalism for a binary composite
in 3D network

In this part, we extend the former work [19,21] concerning
the electrostatic Green’s function of the clusters subject
to a point source in a 2D infinite square network to the
3D case. Consider a 3D cubic network in which impurity
bonds of admittance ε1 are employed to replace bonds of
the otherwise homogeneous network of identical admit-
tance ε0 (see Fig. 1). We define a cluster as a finite set of
impurity bonds on the lattice. And our purpose is to find
the Green function of the impurity clusters subject to a
point source, which can be used to compute the resonant
properties by the principle of superposition. GFF in 3D is
different from that in 2D merely in the values of Green’s
function.

Suppose a unit point source is placed at site 0 =
(0, 0, 0) outside a set of clusters of ns sites. The electric
potential V satisfies the Kirchhoff equation

∑

�y(�x)

ε�x,�y(V�x,0 − V�y,0) = δ�x,0, (6)

where �x = (x1, x2, x3) and �y(�x) denotes the six nearest
neighboring sites of �x; V�x,0 is the electrostatic Green’s
function at �x due to the point source and ε�x,�y = ε�y,�x is the
admittance of the bond joining the neighboring sites �x, �y.
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Let v = 1 − ε1/ε0, equation (6) can be recast as [19]

−∆V�x,0 = v
∑

�y∈C(�x)

(V�x,0 − V�y,0) + δ�x,0/ε0 (7)

where the notation �y ∈C(�x) means that the bond (�x, �y)
belongs to the set C of clusters, and ∆ denotes the finite
difference Laplace operator on the cubic lattice as

−∆F�x ≡
∑

�y(�x)

(F�x − F�y) (8)

for any physical value F�x. Equation (7) admits a formal
solution

V�x,0 =
G�x,0

ε0
+ v

∑

�y∈C

∑

�x∈C(y)

G�x,�y(V�y,0 − V�x,0). (9)

Then equation (9) can be simplified by defining a ma-
trix M

M�x,�y =
∑

�z∈C(�y)

(G�x,�y − G�x,�z) (10)

so that
V�x,0 =

G�x,0

ε0
+ v

∑

�y∈C

M�x,�yV�y,0. (11)

The first term of the right-hand side of equation (11) is the
unperturbed Green’s function of a point source at site 0
in the absence of the clusters, and the second term de-
scribes the perturbation caused by the clusters. And M is
generally an ∞× ns matrix for an infinite network while
V and G are column vectors of the Green’s functions.

2.3 Solution for dielectric resonance and local-field
distribution

Let M̃, Ṽ ,and G̃ denote the values in the clusters subspace;
M̃ is an ns × ns submatrix of M , while Ṽ and G̃ are con-
fined to the ns cluster sites. As discussed in reference [19],
by transformation, at any site �x the potential V�x,0 can
be expressed by equation (11). For �x ∈ C, equation (11)
becomes

Ṽ�x,0 =
G̃�x,0

ε0
+ v

∑

y∈C

M̃�x,�yṼ�y,0. (12)

that can be rewritten as

∑

�y∈C

[δ̃�x,�y − vM̃�x,�y]V�y,0 =
G̃�x,0

ε0
(13)

which can be readily be inverted to yield Ṽ , by solving a
set of ns simultaneous linear equations. Substituting the
solution of equation (13) into equation (11), the Green’s
function of all sites in the lattice can be obtained and
the geometric resonance is characterized by a nontrivial
solution of equation (13). In this case, the electric po-
tential around the clusters can be expressed in terms of
the eigenvectors of the normal mode. And the nontrivial
eigenvalues correspond to real physical resonances.

Let s = ε0/(ε0 − ε1) = 1/v, the nR real eigenvalues of
M̃ share the same range of 0 ≤ s ≤ 1 with the 2D case. For
a particular eigenvalue of M̃ , the corresponding right and
left eigenvectors are denoted by R̃m and L̃m. We write Ṽ
as a linear combination of the eigenvectors R̃. According
to references [19,21], for x ∈ C,

Ṽ =
nR∑

n=1

s

ε0(s − sn)




∑

�y∈C

L̃n,yG̃y,0



 R̃n (14)

and when s is very close to sm, the local field distribution
could be identified by the residue of Ṽx,0 as

Residue(Ṽ�x,0) = lim
s→sm

(s − sm)F̃�x,0

=
sm

ε0
R̃m,x




∑

�y∈C

L̃m,yG̃y,0



 (15)

while for x /∈ C,

V�x,0 =
Gx,0

ε0
+

1
ε0

nR∑

n=1

s

(s − sn)




∑

�y∈C

L̃n,yG̃y,0





×



∑

y∈C

Mx,zR̃n,z



 (16)

and

Residue(V�x,0) =
1
ε0




∑

�y∈C

L̃m,yG̃y,0





(
∑

z∈C

Mx,zR̃m,z

)

.

(17)
Compared with reference [19], equations (14–17) share the
same form those for the 2D case. Therefore, when �x is
outside the cluster, both the point source and the polar-
ization of the clusters contribute to the Green’s function;
while when inside, only the polarization contributes.

3 Dielectric resonances

The dielectric resonances of the one-bond, two-bond and
three-bond metallic clusters embedded in a dielectric host
are studied. All topologically different clusters with one
bond, various connected two-bond and three-bond clus-
ters are shown in Figure 2, where the three-bond clus-
ter in 3D has two additional different spatial structures
(3f and 3g) than that in 2D networks (Ref. [27]). The
dielectric resonances are shown in Table 1, with sm be-
ing the nontrivial eigenvalue of M̃. From this table, it
is found that the resonances distribute in the range of
0 ≤ sm ≤ 1 and there are n nontrivial eigenvalues corre-
sponding to n bonds, which are the same for 2D and 3D.
For the same configuration, the values of the resonances in
3D are comparatively smaller than those in 2D: take clus-
ter 2a for example, in 3D, the two eigenvalues are 0.45682
and 0.20984, while for 2D, the corresponding eigenvalues
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Fig. 2. All topologically different clusters with one bond, two
bonds, and three bonds embedded in a three dimensional cubic
lattice.

are 0.63662 and 0.36338. Such results originate in the dif-
ference of Green’s function in 2D and 3D mentioned in
Section 2.

It is found that for a cluster with n bonds in 2D, the
summation of the dielectric resonances obeys a sum rule:

∑
sm =

n

2
; (18)

while for 3D case, ∑
sm =

n

3
. (19)

The relationships have been proved for various binary sys-
tems [14]. Moreover, it has been numerically proved [28]
that for the three-component composite the relationship
is:
∑

sm = n2
2 η + n1

2 with the total impurity bonds n =
n1 + n2 and η(= ε2−ε0

ε1−ε0
) being the difference admittance

ratio; therefore, such a sum rule can be extended to the
3D case: ∑

sm =
n2

3
η +

n1

3
. (20)

Without loss of generality, this sum rule becomes
∑

sm =
n2

d
η +

n1

d
(21)

where d is the spatial dimension. And we always use it to
check the numerical calculations.

4 Local-field distribution and inverse
participation ratios with q = 2

4.1 Local-field distribution near resonance

To illustrate the general formalism, we will compute
the electric potential V for one-bond and various two-
bond clusters. Recent numerical simulation on random

Table 1. Values of dielectric resonance for the simple metallic
clusters with one bond, two and three bonds embedded in the
infinite cubic and square dielectric lattice.

impedance network [29] has shown that in the limit of
a small volume fraction of metallic bonds, the optical ab-
sorption spectrum is dominated by isolated clusters of a
few bonds. We also compare its localization with what has
been found in 2D composites.

4.1.1 One-bond cluster

For a single bond placed from site (1, 0, 0) to site (2, 0, 0)
as shown in Figure 1, with a point source placed at site
(0, 0, 0), the submatrix M̃ reads

M̃ =

(
G0,0 − G1,0 G1,0 − G0,0

G1,0 − G0,0 G0,0 − G1,0

)

(22)

where G0,0 = 0 and G1,0 = − 1
6 . There is a nontrivial

eigenvalue [24] s = 1
3 , and the normalized right and left

eigenvectors of this eigenvalue are

R̃1 =
(

1√
2
,− 1√

2

)T

, L̃1 =
(

1√
2
,− 1√

2

)

. (23)
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Fig. 3. Residues of the 3D Green’s function around the one-bond cluster placed from (1, 0, 0) to (2, 0, 0) with s = 1/3. (a) z = 0
plane; (b) z = 1 plane.

Fig. 4. Residues of the 3D Green’s function around a linear cluster from site (4, 5, 0) via (5, 5, 0) to site (6, 5, 0) at the z = 0
plane. The linear cluster is shown as a thick line. (a) s = 0.2098; (b) s = 0.4568.

Let ε0 = 1.When �x ∈ C, the residue of the Green’s func-
tion of the one-bond cluster can be written as

Residue(Ṽ�x) = lim
s→1/3

(

s − 1
2

)

F̃x

= s1R̃1,x

(
L1,1G̃1 + L̃1,2G̃2

)
(24)

where G2 = −0.2098. Therefore

Residue(Ṽ1) = 0.007196, Residue(Ṽ2) = −0.007196. (25)

When �x /∈ C, we get

Residue(V�x) =
1
ε0

(L̃1,1G1+L̃1,2G2)(Mx,1R̃1,1+Mx,1R̃1,2)

(26)
since the local field distribution is symmetric about the
bond, we only show the result of the Green’s function on
the right-hand side of the bond.

Figure 3 displays the 3D plot of the residue at the
z = 0 and z = 1 plane (X − Y plane) around a one-bond

cluster placed from (1, 0, 0) to (2, 0, 0) (shown by the thick
line) subject to a unit positive point source at (0, 0, 0). As
is evident from Figure 3, there is a strong dipolar response
along the bond at resonance with a node at the mid point
of the cluster. Such a localization becomes much weaker
at z = 1, i.e., it diminishes rapidly with the distance,
indicating that the field at resonance is strongly localized
around the cluster. Compared with former work [19], it is
clear that the local-field distribution for a one-bond cluster
in both a 2D square lattice and a 3D cubic lattice has a
similar behavior. Generally, the intensity of local field in
a 2D lattice is comparatively larger than that in a 3D
lattice, namely, the intensity of the peak is about 0.030
for 2D while less than 0.008 for 3D, due to the different
values of Green’s function in 2D and 3D.

4.1.2 Two-bond clusters

Now we will give examples of two-bond clusters. For sim-
plicity, only the 3D plots in the z = 0 plane are given.
Figure 4 shows the residues near resonances around a lin-
ear cluster (Type-2a in Fig. 2) placed from site (4, 5, 0)
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p =
p1l1(l2 + 1)(l3 + 1) + p2l2(l1 + 1)(l3 + 1) + p3l3(l1 + 1)(l2 + 1)

l1(l2 + 1)(l3 + 1) + l2(l1 + 1)(l3 + 1) + l3(l1 + 1)(l2 + 1)
, (29)

Fig. 5. Residues of the 3D Green’s function around a corner cluster from site (5, 6, 0) via (5, 5, 0) to site (6, 5, 0) at the z = 0
plane. The corner cluster is shown as a thick line. (a) s = 0.1975; (b) s = 0.4691.

via (5, 5, 0) to (6, 5, 0) (shown by the thick line) subject
to a unit positive point source placed at (0, 0, 0), and in
the z = 0 plane. For type-(2a), when s = 0.2098, which
is smaller than the eigenvalue of a single bond s = 1

3 , the
results are similar to those of the one-bond case, namely,
there is a strong and localized dipolar response with a
node at the middle site of the cluster (Fig. 4a). When
s = 0.4568 (greater than 1

3 ), however, there is an antin-
ode at the middle site of the cluster. Compared with 2D
case [19], it is evident that the shape of local-field distribu-
tion are the same, while the intensity of the response be-
comes weaker because of different values of Green’s func-
tion in 2D and 3D.

Figure 5 describes the residues near resonances around
a cluster (type-2b in Fig. 2) placed from site (5, 6, 0) via
(5, 5, 0) to (6, 5, 0) in the z = 0 plane. When s = 0.1975,
as shown in Figure 5a, the results are similar to the one-
bond case but its dipolar response is the inverse of that
of the one-bond case. When s = 0.4691, as shown in Fig-
ure 5b, there is a strong but asymmetric dipolar response.
The results are also compared with the corresponding 2D
case [19]. It can be concluded that a given cluster mainly
determines the shape of the local-field distribution near
resonances while the values of Green’s function decides
the intensity of the response.

4.2 Inverse participation ratios with q = 2 in random
binary resonant composites

The nth normalized right eigenvector is

Rn = {Rn,1, Rn,2, · · · , Rn,i · · ·Rn,ns} (27)

with ns being the number of sites that belong to clusters,
and 〈R2

n〉 = 1. The IPR of Rn is defined as [22,30]

IPR(Rn) =
ns∑

i=1

R2q
n,i (28)

where q = 2. The calculation of IPR(Rn) is confined
within the nontrivial eigenstates. According to equa-
tions (16) and (17), the right eigenvectors of M̃ are closely
related to the local fields of the impurity cluster in the sub-
space. So the IPR can be used to represent the localization
of the eigenstates by amplifying the outline of eigenstates,
namely, the localized states become more pronounced and
extended states become smoother. Therefore, the larger
values of IPR always correspond to the stronger optical
responses. This will be verified in the following.

In this part, we will study the IPR in 3D disordered
binary composites by comparing with the IPR of 2D com-
posites. Let p1, p2, and p3 represent the concentration of
impurity bonds in the three directions in a given sample
area. For simplicity, we set p1 = p2 = p3. Then the volume
fraction p of the given composites is

see equation (29) above

l1, l2 and l3 are the number of bonds in the three direc-
tions. In this problem, we simply set l1 = l2 = l3, so
p = p1(= p2 = p3). Figure 6 illustrates the size effect of
IPR. Here p = 0.2, and the sample size is from 7 × 7 × 7
to 8×8×8. Comparing Figure 6a with Figure 6b, we find
that the distributions of IPR have similar features: the
localized states are inclined to accumulate when s nearly
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Fig. 6. Size effect of IPR of right eigenvectors at p = 0.2 in
size (a) 7 × 7 × 7 and (b) 8 × 8 × 8.

reaches its maximum, and the density of states is larger
around s = 0.4 than around s = 0 or s = 1.0. Therefore,
considering randomicity, the size effect is not obvious in
the distribution of IPR. Thus, the IPR in a finite size
8 × 8 × 8 can be used to represent the properties of the
local field of 3D disordered composites. While in 2D, ac-
cording to reference [22], this size is 20 × 20.

Figure 7 displays the IPRs of 3D disordered composites
with the concentration p varying from 0.2 to 0.4 and in
size 8 × 8 × 8. It is found that the localized states with
the IPR values 0.2 or so and the extended states with
very small IPR values are randomly distributed in the
resonance regions. It is also shown that the intensity of
IPR peaks varies little as p increases. There is a blue shift
of IPR peak. But such a shift is not valid in the following
effective linear optical responses.

As a comparison, we depict the IPRs of 2D composites
in Figure 8 with p varying from 0.2 to 0.4 and in size 20×
20. It is the same as that found in 3D, namely, the localized
and extended states are randomly distributed in the whole
resonance region [22]. However, there are some differences
in IPR between 2D and 3D: in 3D, the blue shift of IPR
peak is found with the increment of concentration, while in
2D, the positions of IPR peak are stable around s = 0.83.
Comparing Figures 7 and 8, we also find that the states
in 3D are more localized than that found in 2D. These
differences originate from the different values of Green’s
function in 3D and 2D.

5 Optical response of disordered isotropic
composites

Consider a binary-composite network subject to a uniform
field E0 along 1 direction. With E0 = 1, the admittance of

Fig. 7. IPR of right eigenvectors in 3D disordered composites
with size 8 × 8 × 8. (a) p = 0.2; (b) p = 0.3; (c) p = 0.4.

Fig. 8. IPR of 2D disordered composites with size 20 × 20.
(a) p = 0.2; (b) p = 0.3; (c) p = 0.4.

each bond is generally complex and frequency-dependent,
and the effective linear optical responses, namely, the
absorption along the applied field can be represented
by a bulk effective dielectric coefficient εe. According to
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previous studies [13,22], the imaginary part of εe is:

Im εe =

−Im
ns∑

n=1

(
∑

y∈C

Ln,yy1

)(
∑

x,y∈C

(x1 − y1)(R̃n,x − R̃n,y)

)

ε0(s − sn)
,

(30)

x,y ∈ C means x and y are the nearest neighbours in
the same cluster, and s = ε0

ε0−ε1
. When Nh represents the

number of horizontal bonds along the applied field, the
sum rule [13]

ns∑

n=1




∑

y∈C

Ln,yy1








∑

x,y∈C

(x1−y1)
(
R̃n,x−R̃n,y

)


=Nh,

(31)
is always obeyed and used to check the validity of the
following computation. The Drude model is used to cal-
culate the optical properties of three dimensional compos-
ites. The admittance ε1 of the impurity metallic bonds is

ε1 = 1 − ω2
p

ω(ω+iγ)
(32)

where ωp is the plasma frequency, and γ a damping con-
stant. For a metal, ωp ≈ 1016, lies in the ultraviolet. We
choose γ = 0.01ωp, which is the typical value for a metal.
Let ε0 = 1.77, which is the dielectric constant of water for
model calculations. The range of optical response is given
by ω/ωp ∈ (0, 1).

Figure 9 shows the imaginary parts (or absorption) of
effective linear optical responses εe of 3D disordered com-
posites per impurity bonds in a simple 14× 14× 14 cubic
lattice. For the volume fraction p = 0.10, 0.15 and 0.20,
the total number of bonds are 971, 1406 and 1842, respec-
tively. There are two main absorption peaks always at res-
onances sn ≈ 0.20 and 0.33, separated by a valley around
sn ≈ 0.24 for the different p. However, when p = 0.10,
the right peak is higher than the left one (Fig. 9a); when
p = 0.15, the two peaks are nearly at the same height
(Fig. 9b); and the left peak is higher than the right one for
p = 0.20 (Fig. 9c). So there is a red shift of the absorption
peaks with the increase of p, which agrees qualitatively
with the Clausius-Mossotti (CM) approximation [18], i.e.,
the main peak is expected to be the value sn = (1− p)/d,
where d is the dimensionality. It is also noted that the peak
around sn = 0.33 is just the position given by the CM ap-
proximation at p → 0, indicating the absorption property
of homogeneous media. Hence the two methods give the
same tendency. In Figure 9, it is also found that the whole
absorption range broadens as p increases, namely, 0 ∼ 0.7
at p = 0.10, and 0 ∼ 0.8 at p = 0.20. It agrees with the re-
sults given by reference [31]. Moreover, as p increases from
0.1 to 0.2, the average contribution per impurity bond to
the effective linear responses is approximately the same.

For comparison, we employ Figure 10 to display the
effective linear optical responses per impurity bonds of

Fig. 9. Imaginary parts of the effective linear optical responses
per impurity bond in 3D composites with size 14 × 14 × 14.
(a) p = 0.1; (b) p = 0.15; (c) p = 0.2.

2D disordered composites in size 42 × 42. For p = 0.1,
0.2 and 0.3, there are 371, 691 and 1075 impurity metal-
lic bonds, respectively. The system shares many similar
features with the 3D case, such as several main absorp-
tion peaks, the broadened absorption and effective linear
responses of same order with increasing p. However, we
have found several differences between 2D and 3D. There
is one main peak localized around sn = 0.5 and two valleys
around sn ≈ 0.4 and sn ≈ 0.6 regardless of the different
volume fractions. And the main peak tends to split as p
increases. Moreover, compared with 3D, more sub-peaks
appear in 2D, as shown in Figures 10a, b and c.

6 Summary

In this paper, we have extended the electrostatic Green’s
function formalism to 3D. Using the formalism, we investi-
gate the dielectric resonance, local field distribution near
resonance, and effective optical responses in disordered
3D composites by the comparison with the corresponding
2D composites. For the same impurity metallic clusters,
the values of the dielectric resonance in 3D are smaller
than those in 2D. The sum rule of dielectric resonance in
three-component composites becomes:

∑
sm = n2

d η + n1
d ,

where d is the degree of dimension, η the difference ad-
mittance ratio, and n1 and n2 the number of two kinds
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Fig. 10. Imaginary parts of the effective linear optical re-
sponses per impurity bond in 2D composites with size 42× 42.
(a) p = 0.1; (b) p = 0.2; (c) p = 0.3.

of impurity bonds with the admittance ε1 and ε2. For the
same metallic cluster in both 3D and 2D, the local-field
distribution near resonance has similar features, but the
fields around the cluster in 3D are more localized than
those in 2D. In the disordered 3D composites, we obtain
a blue shift of IPR peaks with an increase of the impurity
concentration, while, in 2D, we could not find this shift.
Finally, the absorption range broadens with the increas-
ing impurity concentration both for 2D and 3D disordered
composites, a red shift of absorption peak is found in 3D
as well.
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